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Abstract

In November 2022 OpenAI released a product called
ChatGPT, a chatbot built on their GPT-3.5 model,
which has led to a massive increase in the use of
generative AI both privately and commercially. While
ChatGPT is very capable at generating (mostly) ac-
curate, natural-looking written content in a fraction
of the time it would take a human, there are many
limitations of the model that need consideration, like
“hallucinations” of facts and the presence of bias due
to the data used and the training of the model.

The use of conversational chatbots in education has
been researched prior to the release of ChatGPT, and
the power of newly released chatbots improves upon
those applications significantly. However the educa-
tional sector will need to teach students and staff on
the proper use of chatbot technology to prevent misuse
and over-reliance, and assessments will likely need
to be significantly restructured to compensate for the
accessibility of these writing tools.

1. Introduction

With the release of ChatGPT [1] in November 2022,
the accessibility to powerful chatbots to the general
public increased substantially, leading to increased
knowledge of the uses of such programs - for example,
many students using ChatGPT to help write their
homework [2], people using ChatGPT for therapy [3],
or using the chatbot as a research aid for summar-
ising papers or explaining difficult concepts [4]. Since
then, the commercial availability of the API behind
ChatGPT has led to many companies integrating these
Large Language Model (LLM)-based chatbots into
their products, such as the “New Bing” [5] from
Microsoft overhauling a popular search engine, further
normalising the use of this technology in day-to-day
life.

While the use of chatbots in education has previ-
ously been explored [6] [7], the power of the new mod-
els may open up new avenues for benefits to students
and education staff, but also introduce new difficulties
to areas like student accessibility or academic integrity
that will need to be considered or mitigated. This paper
aims to investigate the capabilities and limitations
of LLM-based chatbots like ChatGPT, and explore
their potential positive and negative impact on the
educational sector.

2. ChatGPT Background

2.1. Introduction to Chatbots

A chatbot is a program that simulates talking to a hu-
man, designed to accept commands from users and re-
spond to those commands, all in a conversational style
using natural language. Early chatbots like ELIZA [8],
a chatbot designed to simulate talking to a psycho-
logist, used specific rules to generate their responses
based on keywords that appear in the “prompt”. Until
recently, chatbots commonly used this technique in
customer support roles for businesses, helping a user
find answers to their queries without needing a human
assistant to guide them [9] [10]. Other chatbots rely on
a collection of text (a corpus) that is used to construct
their response, either by retrieving specific information
from the corpus or, like ChatGPT, using information
from the corpus to generate a response using deep
learning techniques.

Recent approaches to chatbot technology involve
using deep learning techniques to create a language
representation that is learned from a very large corpus
[12]. This is generally achieved using an “encoder-
decoder” model (shown in Figure 1), where the pro-
gram needs to “encode” the input sequence of text into
a numerical representation of the contextual informa-
tion (known as a “hidden state” or “context vector”),
and then “decode” that information to produce an
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Figure 1. An example of the structure of an encoder-decoder model. [11]

output sequence token by token [13]. Encoder-decoder
models are used for a variety of NLP tasks, such as re-
sponse generation in chatbots, text summarisation and
machine translation for translating between languages.

2.2. Language Encoding

In these encoder-decoder models, the input sequence
of text first needs to be “embedded” into a numerical
vector representation of the words that the model can
process. An example of a method to create these
vector representations is “Bag-of-words”, where the
frequency of each word in the document (e.g. sentence
or paragraph) is counted, across all of the input doc-
uments, creating a vector where each row represents
a document and each column represents a word in
the vocabulary across all documents. Representing the
words in this way can give an idea of what words
appear alongside each other, and in what documents,
which the model can use to help determine its response
to future input. The bag-of-words approach can be im-
proved using n-grams, where instead of the frequencies
of single words being represented in the vector, it uses
a sequence of n words (for example, in a 2-gram or bi-
gram the text “the quick brown fox jumped...” would
be split into “(the, quick), (quick, brown), (brown, fox),
...”). This allows the relative positions of the words to
be learnt as well as the frequencies.

These word embeddings can be improved by adding
context learnt from pre-trained word embeddings.
“Continuous Bag-of-Words” and “Continuous Skip-
Gram” [14] were two new architectures for computing
vector representations of large datasets. Compared
to Bag-of-words, which is a technique for creating
embeddings that only involves counting the frequen-
cies of words in the vocabulary, CBoW and CSG
are neural networks themselves. CBoW is a fully-
connected neural network that tries to predict a word
when given the surrounding words, and CSG tries to
predict the surrounding words when given a word. A
visualisation is shown in Figure 2.

The vectors produced by these models contain se-

mantic information about the words and their rela-
tionships to each other, which can be extracted by
using simple vector arithmetic, and using these word
embeddings to pre-train natural language models had
benefits to models’ performance in NLP tasks [15].
Training the models on these large unlabelled word
vectors allowed them to learn the semantic information
about the words, and then could be fine-tuned using
labelled data curated for the specific problem, such as
sentiment analysis.

2.3. Attention and Transformers

The models used for NLP tasks (including the encoders
and decoders of encoder-decoder models) were usually
Recurrent Neural Networks (RNN) or Long Short-
Term Memory (LSTM - a variant of RNN) models [15]
[16]. The main difference between basic Feedforward
Neural Networks (FFNN) and RNNs is that in FFNNs
the “signals” only go one-way and it takes a fixed-
size window of the input sequence as input to produce
an output, whereas an RNN only takes a single token
in the sequence as input, and the input to the hidden
layers in the RNN is augmented based on the weights
from the hidden layers for previous elements of the
sequence. A downside of the way previous weights
influence the current state in an RNN is that as you
progress along the sequence, the impact of weights
further from the current input gets lower and lower
in comparison to the closer weights. This can be
mitigated using LSTMs, which are similar to RNNs
but pass on a hidden state at each step, managed by a
series of “forget gates” which can selectively retain or
discard context from previous elements.

Attention was another popular addition to the RNN
architectures for encoder-decoder models to prevent
performance from deteriorating with greater input
lengths, which involves encoding the input sentence
into a series of vectors and choosing a subset of those
vectors dynamically as it generates and decodes the
output [17]. The output of the attention mechanism is
a vector containing a mapping of a query to key/value
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Figure 2. The proposed architectures used by Word2Vec [14]. w(t) refers to the word at time-step t.

pairs, weighted by relevance according to some com-
patibility function (e.g. cosine distance). The attention
mechanism is usually used between the encoder and
decoder stages, supplying additional information about
the relevance of the current word to previous words to
the decoder as it generates output. Without this atten-
tion mechanism, the model would need to compress all
the information of a source sentence into a fixed-length
vector to achieve the same effect.

In 2017, a novel networked architecture called the
Transformer was released to out-perform the state-of-
the-art solutions for sequence modelling problems at
the time (shown in Figure 3) [18]. These existing
architectures suffered from being constrained to se-
quential computations, as each word is processed once
the hidden states of the previous word have been com-
puted. The previous word is also weighted much more
heavily than the words before it, and so the influence
of words further backdrops unless steps are taken to
retain them at a large memory cost. While there have
been improvements in the computational efficiency of
these architectures [19] [20] the fundamental limitation
of sequential processing remains.

The transformer model processes each element of
the input sequence in parallel, using “multi-headed
attention” to supply the contextual information to dif-
ferent parts of the input at the same time, providing
significantly improved computational performance as
well as greater quality output. The transformer model
forgoes the recurrent neural network and relies entirely
on the attention mechanism to construct the dependen-
cies used in the model. The benefits of multi-headed
attention in this model include the lower computational
complexity per layer, the larger amount of computation
that can be parallelised, and the lower “path length”

between dependencies in the network.

Figure 3. Transformer Architecture from Attention
is All You Need [18]

2.4. Models Building on Transformers

Some examples of popular Language Models that
made use of the Transformer architecture following
the publishing of Attention is All You Need [18] were
OpenAI’s GPT [21] and Google’s BERT [22].

3



GPT aimed to take a semi-supervised approach to
language understanding tasks using unsupervised pre-
training and supervised fine-tuning, with the aim of
creating a model that required little adaptation to a
wide range of NLP tasks based on a Transformer
Decoder model [23]. As labelled data is expensive to
produce, and the datasets tend to be much smaller,
they hypothesised that giving the model greater “world
knowledge” through unsupervised training would al-
low it to learn a lot of relationships between words
naturally, and their model did in fact improve upon the
state-of-the-art for 9 of their 12 experiments using this
expanded knowledge. OpenAI trained the initial model
on the BookCorpus dataset [24], an unlabeled dataset
of unique books across a range of genres with long
stretches of text, and then fine-tuned the model for a
few different NLP tasks using similar hyperparameters
but on a new, smaller, labelled dataset.

BERT, similarly to GPT, uses a semi-supervised
approach, with the model pre-trained on a large un-
labelled dataset and fine-tuned on a task-specific data-
set afterwards. Unlike GPT though, BERT used a
Transformer model almost identical to the one initially
outlined in Attention is All You Need. Devlin et al.
argued that the performance of unidirectional models
(left-to-right or right-to-left) was lacking due to the
inability to attend to tokens on both sides of the input
sequence, as context from words later in the sequence
could be important. They propose a “masked language
model” pre-training objective to train a bidirectional
transformer and use a “next sentence prediction” task
to help train text-pair representations. The Masked LM
task involves masking random tokens from the input
sequence and predicting those, and the next sentence
prediction involves being given a pair of sentences and
predicting if sentence A is followed by sentence B.
This allowed the model to understand the relationship
between sentences as well as just the relationship of
words in a context. Similar to GPT before it, BERT
was able to perform competitively with state-of-the-
art solutions for a variety of NLP tasks thanks to the
pre-training and minimal fine-tuning.

GPT-2 attempted to further demonstrate the power of
general pre-training [25] using a new WebText dataset
to train a model and evaluate it on various NLP tasks
without any fine-tuning. The WebText dataset is a data-
set made by OpenAI with an emphasis on “document
quality”, by crawling pages that had been linked to
on the social media platform Reddit with a positive
“upvote” count (meaning that they were endorsed by
humans). Using a similar model architecture to GPT
but with the pre-training on this dataset, they were able
to “zero-shot” (no demonstrations, just instructions in

natural language) to state-of-the-art performance on
7/8 tested NLP tasks, demonstrating the power of
unsupervised learning even without supervised fine-
tuning.

2.5. GPT-3 and 4, and ChatGPT

As the capacity of Transformer language models in-
creased to 17 billion parameters [26], OpenAI hy-
pothesised that in-context learning capabilities would
improve with the increasing dataset size. Their paper,
Language Models are Few-Shot Learners [27], focused
on few-shot learning, one-shot learning and zero-shot
learning, meaning the model is given a few, one and
no demonstrations of the task at inference time, and
isn’t fine-tuned on a task-specific dataset. The model
is given examples (or none for zero-shot) and then a
natural language description of the problem.

Several models were trained, with a range from 125
million to 175 billion parameters, with the last of those
being the one referred to as GPT-3. The dataset used
includes a (processed to improve document quality)
Common Crawl dataset [28], an expanded version of
the WebText dataset, English-language Wikipedia and
the BookCorpus dataset. These models were evaluated
on over two dozen NLP datasets and some novel tasks
OpenAI created, testing the few/one/zero-shot learning.
They found that it achieved promising results in the
zero and one-shot settings, and competitive with the
state-of-the-art results in the few-shot setting.

While GPT-3 excels at NLP tasks, it doesn’t meet
the social requirements of a product released to the
public, as the content it generates can contain bias
and inappropriate stereotypes present in the dataset,
and when intentionally prompted can produce harm-
ful and toxic responses. To try and align GPT-3
with users, OpenAI created InstructGPT [29], fine-
tuning the model using reinforcement learning from
human feedback to make GPT-3 follow written in-
structions more appropriately. Using data manually
labelled by their team, and demonstrations submitted
by users to their API, they train the supervised-learning
baselines. They then collect human-labelled compar-
isons between outputs from the models on a larger
set of API prompts. They also train a reward model
focused on predicting which model output the labellers
would prefer. This reward model is then used to fine-
tune the supervised learning. This method significantly
improved the quality of the outputs of the model with
improvements in truthfulness, but there was not much
improvement in the frequency of toxic content or bias
of the dataset. This model and other models trained
on text and code from before Q4 2021 are called
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“GPT-3.5”, with variants more optimised for chat or
code-completion tasks, and were available through the
OpenAI API [30].

ChatGPT was then created and trained using a
different RLHF method [1], where human AI trainers
would provide both sides of the conversation and this
dataset was mixed with the InstructGPT dataset. The
reward model used was based on conversations that the
AI trainers had with the chatbot, with the AI trainers
manually ranking different outputs to the same random
prompt. This was then used to fine-tune the model and
the process was repeated several times. The resulting
model launched publicly as a chatbot that users could
prompt to generate text on a given subject and in a
given format, as well as interact with conversationally.

Six months after ChatGPT was made publicly avail-
able, OpenAI announced GPT-4, the next in their series
of LLMs, using similar training to GPT3.5 but with
an altered dataset to try and help reduce the potential
for misuse [31]. They used internally trained classifiers
and lexicon-based approaches to filter out documents
containing erotic content and removed it from the pre-
training set, and then used RLHF methods identical
to InstructGPT [29]. They then used their models as
tools to help steer the model towards an appropriate
level of “alignment” using supervised learning, with a
GPT-4-based classifier. It would be given the output of
a previous training prompt and would classify whether
the model had responded appropriately (for example,
if it had refused to answer a dangerous prompt or
not), and the output of this would be given back to
the original model to tune the responses further.

The model is also used in other ways to aid the
tuning process. OpenAI used GPT-4 to rewrite prompts
requesting disallowed content into prompts as close as
possible to the original but without requesting disal-
lowed content, to ensure that the model doesn’t refuse
those. They also were able to use GPT-4 to iteratively
generate prompts, have it identify “hallucinations” in
its output (a confident response that is incorrect), and
rewrite the prompts without those hallucinations.

This iteration of GPT focuses heavily on the safety
challenges of the model and mitigation strategies, but
it also introduced new capabilities to the model. GPT-
4 can take images as input and is able to describe the
contents, and through the use of MATH and GSM-
8K datasets being mixed into the training set OpenAI
were able to increase its capacity to do mathematical
reasoning [31].

2.6. ChatGPT Limitations

OpenAI have critically evaluated the limitations of
ChatGPT in their article on its release [1], stating
that ChatGPT can often write plausible-sounding but
incorrect or nonsensical answers when prompted, due
to its reluctance to reject a prompt that hasn’t been
classed as inappropriate. It was found by those testing
the chatbot’s ability to answer more complex questions
[32] that it would often hallucinate explanations for
concepts it was unfamiliar with, or invent academic
references that look plausible and even have a DOI
number but don’t exist.

Studies also found that despite the pre-training
dataset containing more text than a human will see
in their lifetime, the models still consistently under-
performed when generating content about a specific
domain or when performing reasoning about these
domain-specific concepts [33] [34]. It was also found
that it often had the potential to make up facts or
not give explanations in enough detail as it lacked
“understanding” of the content that it was writing about
[35], meaning that any text generated by it will still
need human validation before it can be used reliably.

The model is also not yet fully aligned (doesn’t
entirely work how the creators intended it to) [29]
[1] - it is still capable of producing “toxic or biased
outputs” or “sexual and violent content”, even without
explicit prompting. Steps have been taken to try and
reduce this, but this mitigation strategy relies on the
one training and providing the model, meaning that
a language model generated and provided by a less
ethical company using similar training methods could
forgo these mitigations entirely. Even with all of
the restrictions provided by OpenAI trying to limit
the chances of illegal or immoral output, there are
communities of users trying to “jailbreak” ChatGPT
through prompt engineering [36].

Due to the data that the model has been trained on
(a large number of web pages), even though it has
been curated to some degree, there is still a heavy
bias that can lead to the model “generating stereotyped
or prejudiced content” [27]. OpenAI were able to
detect noticeable bias in the outputs regarding gender,
race and religion, although that was specifically in an
experimental setup with prompts about those topics.

3. Chatbots and LLMs in Education

3.1. Potential Uses of Chatbots in Education

As well as recent research on the concept of using
chatbots in an educational setting, the topic has been
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proposed and experimented with prior to the release of
ChatGPT. The main examples identified and explained
in the following section are:

1) Playing a character for students to interact with.
2) Providing support to students on the content

being taught.
3) Providing support during software training for

students or educators.
4) “Helpdesk” chatbots providing administrative

support.
5) Brainstorming, Idea Generation and Cognitive

offloading.
6) Generating content for educators (e.g. lesson

plans).
7) Help students and educators work around a lan-

guage barrier.
One use of chatbots prototyped prior to the release

of ChatGPT is where the chatbot takes the role of
a character for the student to interact with, allowing
them to practice specific conversational skills or as-
sessing them on their knowledge interactively, for ex-
ample having to convince a “customer” to not change
suppliers [37]. The example chatbot would identify
keywords in the messages sent by the user and would
respond with pre-determined answers based on those
messages. Students found it helpful for learning, and
it was able to guide the student through the interaction
by prompting them helpfully if they were stuck too.
However, this chatbot was identifiable as a bot rather
than a real customer, which students felt decreased
its effectiveness for conversational practice, and any
particularly difficult questions it was unable to answer
would have to be passed along to a teacher, which
couldn’t happen automatically.

Chatbots have also been experimented with for
supporting educators and students through the training
and use of educational applications [37]. The chatbot
would answer questions about the software and try to
train the users to resolve technical issues themselves
based on common problems that the developers knew
were encountered, and failing that it would be able to
pass the users along to further support if needed for
more complex issues.

Another use of chatbots that has been proposed is
using the technology to teach basic content to students
[38]. The learner would ask specific questions and
receive personal guidance without taking up the time of
a teacher, who would have multiple students to attend
to. When the capabilities of GPT-3 were tested, it was
found that it was good at speaking like a teacher but
scored worse in terms of how much the students felt
they learnt or were helped [39].

Another application of chatbots in an educational

setting is the idea of a “helpdesk” chatbot [7] [38],
which is able to conversationally get responses to
frequently asked questions, answer meta-information
questions about a course (e.g. timetabling, study tips)
and obtain additional learning resources without need-
ing to contact a teacher. This removes the time-of-
day restrictions on the questions as well and generally
allows students to get answers to “mundane” questions
without occupying the teacher’s time. The “adaptability
and frequent feedback” of chatbots as learning support
led to higher student engagement and allowed the
students to feel the social benefits of communicating
when searching for information [32]. With the release
of GPT-4 and its ability to understand image input, it
has introduced the capacity for greater capabilities as
a helpdesk chatbot, allowing for potential explanations
of images. For example, if the chatbot could look at
and “understand” a timetable or a map, it would be
able to provide students advice based purely on the
image without being frequently provided up-to-date
information about the site, or it could be able to explain
mathematical concepts to a student based off of an
image of the problem.

It has been found that ChatGPT provides significant
value as a brainstorming and idea-generation tool that
a student can then take and develop [34] [40], as the
conversational style can help students discuss their
ideas and get suggestions in a natural way. It can
also provide feedback on the text that students have
written, checking both the contents of the writing and
the accuracy in grammar or punctuation [41]. This idea
of “cognitive offloading” is similar to other grammar
and spellchecking tools in the past [42], preventing
students from wasting time on things that aren’t the
learning objectives, and allowing them to focus on
developing their content in the time they are given.

Another proposed use of ChatGPT’s ability to gen-
erate text is creating content for educators, for example
generating quizzes based on a topic, or lesson planning
[40]. It would also be able to tailor content for specific
students in a fraction of the time it would take a human
educator.

Finally, ChatGPT’s multilingual capabilities have
led to the proposal that it be used to aid educators in
overcoming a language barrier when teaching students
in a language other than their first language and for
teaching languages in general [40]. ChatGPT would
be able to provide deeper explanations of concepts
in a student’s first language and could give dynamic
conversational practice in the language of choice.
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3.2. Discussion on Challenges in Education

Due to the capabilities of ChatGPT and other Large
Language Models in generating large bodies of text
on prompting, many learning facilities globally have
found students using ChatGPT to assist and even
entirely write homework or assessments for them [43],
leading to academic institutions having to consider
whether the way that they test students is appropriate.

One of the major considerations with the generative
power of ChatGPT is with regard to its ability to
complete standard academic assessments, such as long-
form questions or essays. As most assessments aren’t
designed with access to this technology in mind, sev-
eral academic institutions have made statements that
the use of ChatGPT for assessments isn’t allowed [44],
and instances where a teacher has detected a student
using ChatGPT to aid with or write their homework are
often being treated as a breach of academic integrity
[45] [46]. The QAA, an independent organisation for
quality assurance across Higher Education, issued a
paper for higher education providers that noted the
potential benefits of LLMs to education briefly but
only discussed the challenges it provided to academic
integrity, and potential mitigations [47].

Some ways that studies suggest working around the
existence of ChatGPT is by bringing the focus back to
in-person examinations or adding oral/video elements
that are harder for AI to generate [48], as invigilators
will be able to ensure that they are doing the work
on their own, and more exams have already been
moved to in-person after the COVID-19 Pandemic.
Other suggestions take after OpenAI’s stance that it
will be “necessary for students to learn how to navigate
a world where tools like ChatGPT are commonplace”
[49]. It is suggested that assessments should be re-
worked so that the learning objectives focus on creative
or critical thinking, to try and test understanding rather
than skills like memorisation, allowing for the tools
to be used without invalidating the assessment [50].
OpenAI and other studies also emphasise the need to
communicate ahead of time any policies regarding the
use of these generative text tools so that it isn’t a “grey
area”, and students know for sure whether what they
are doing is going to be considered cheating [49] [41]
[42].

Despite plagiarism-checker tools not being able to
detect AI-written text (and it is debated whether AI-
written text is plagiarism), there are a few examples
of tools capable of detecting whether a passage of
text has been generated which are in development [51]
[52]. They all note that much like standard plagiarism
detection tools, they shouldn’t be believed fully and

be used more as a prompt for investigation. OpenAI’s
own detector only labelled 26% of AI-written text as
AI-written and 9% of human-written text was labelled
as AI-written [53].

Another concern with generative text tools is the
ability for students to use it to pass courses that they
otherwise wouldn’t be able to, as well as just using
it as a tool for convenience. Studies have researched
ChatGPT’s ability to complete assessments, finding
that it is capable of answering the exam questions on
medicine and law well enough to obtain a passing
grade with minimal intervention [34] [54]. OpenAI
also evaluated GPT-4 on an array of academic ex-
ams to try and measure its performance, including
exams like the Uniform Bar Exam, AP calculus and
Leetcode challenges and was able to obtain not just
competitive but high-scoring grades in over half of
them [31]. There are numerous guides online targeted
at students who provide advice and tutorials on prompt
engineering in order to write essays more effectively
[55] [56]. Alongside ChatGPT there are also other AI-
based writing services with a greater focus on writing
specifically for academic assignments [57] [58], with
both free and paid avenues boasting thousands of users.

While GPT-4 has focused on creating safeguards
against intentional misuse and accidental misinform-
ation, the tendency for bias and hallucinations would
be an issue for the introduction of AI-based aid in
education [31] [40]. If the information being given to
students and teachers isn’t guaranteed to be accurate
then it will still need to be verified by human experts
before it would be reasonable to use it to teach. AI
models also have a tendency to be biased, with GPT-
4 mentioning that their fine-tuning team is made up
of people with specific educational and professional
backgrounds who tend to come from English-speaking
and Western countries. Experimentation with GPT-3
also found bias in the responses about specific groups,
like gender or race [27].

Biased information and misinformation is still gen-
erated frequently by GPT-4 after fine-tuning [31]. For
models trained for a specific educational institution
(for example, a helpdesk chatbot) there would likely
be a considerable cost to maintaining the chatbot and
updating it, as well as training the teachers to be able to
use it effectively [40] [37] [59]. Any content produced
by chatbots for use in teaching would still need to
be vetted by humans before use to ensure that it was
accurate.

Some other considerations that require work before
integrating AI into education would be ensuring ac-
cessibility to all students, due to the varying levels of
quality of AI-assistant models out there, some of which
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cost money to access [40]. If assessments are written
assuming that students have access to state-of-the-art
AI generative tools, it will be unfair to those that can’t
access them.

3.3. Future of Chatbots

Since the release of ChatGPT, the number of pub-
licly available AI tools utilising GPT-4 has rapidly
increased. OpenAI have partnered with several com-
panies to integrate GPT-4 into their products, such
as Duolingo [60] using it to improve their language-
learning service, and Stripe [61] using the model to en-
hance its documentation and improve user experience.
OpenAI have also partnered with Microsoft, and GPT-
4 has been used in the newly released “New Bing”, a
chatbot with access to the internet [5]. Statistics ag-
gregator ThinkImpact reports that over 500 companies
across the technology, education and business sectors
make use of the OpenAI platform as of 2023 [62].
Competitors have also been rushing to release their
own models to the market, such as Google’s Bard
chatbot based on the LaMDA family of LLMs [63],
which caused massive damage to Google’s stock after
it made a factual error in its first public demonstration
[64].

The speed at which new tools are coming out is
potentially damaging to the AI landscape, with the
potential for competitors to be lax on safety standards
due to racing dynamics. OpenAI have documented a
concern on the impact that releasing GPT-4 would have
on the AI research and development ecosystem [31],
and have referred to their charter [65] that commits to
ceasing work on their own artificial general intelligence
if another project looks closer to completion than theirs
and working with the other project.

From the discussion around chatbots, it is evident
that there is a large advantage to using chatbot techno-
logy in different areas of education, providing support
for learners in learning activities and helping educators
in training, and producing materials and assessments.
The primary challenge will be handling the disruption
from the technology and making use of it effectively,
rather than seeing it as a threat. As the models and
tools making use of them are actively being developed,
it is likely that limitations like an inability to generate
accurate references or the frequency of hallucinations
will be fixed. GPT-4 has increased mathematical ability
over GPT-3.5 [31], and ChatGPT now has a plugin
framework available [66], advertising new plugins fo-
cused on interacting with services on the web.

4. Conclusion

ChatGPT’s proficiency at text generation has the
capacity to greatly improve upon existing applications
of chatbots in education as well as finding new roles
within educational organisations, helping to facilitate
learning as well as supporting them with administrative
content. Academic organisations should take the lead
in making use of this technology for the benefit of
their learners, and educate people properly on the
limitations of the technology while still exploring its
potential. The main difficulty with adopting new tools
will be disentangling the capabilities of the AI from
the capabilities of the student. ChatGPT and other tools
are accessible enough that it is almost impossible that
they won’t be used regardless of guidance given, so it
would be more effective for students to know how to
use them effectively and for assessments and exams to
be restructured to test the students given the existence
of these tools, rather than prohibiting their use and
having to rely on detection tools to catch them.
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Günnemann, Eyke Hüllermeier, and et al. Chatgpt
for good? on opportunities and challenges of
large language models for education, Jan 2023.

[41] Mike Perkins. Academic integrity considerations
of ai large language models in the post-pandemic
era: Chatgpt and beyond. Journal of University
Teaching & Learning Practice, 20(2):07, 2023.

[42] Phillip Dawson. Cognitive Offloading and As-
sessment. Deakin University, Jan 2020.

[43] Vishwam Sankaran. Cheating by students using
ChatGPT is already on the rise, surveys suggest.
Independent, February 2023.

[44] Jonathan Holmes. Universities warn against using
ChatGPT for assignments. BBC News, February
2023. https://www.bbc.co.uk/news/uk-england
-bristol-64785020 [Online; accessed 17. Mar.
2023].

[45] Cooper Worth. UI student cheats the system with
AI program ChatGPT, March 2023. https://dail
yiowan.com/2023/02/19/university-of-iowa-stu
dent-cheats-the-system-with-ai-program-chatgpt
[Online; accessed 17. Mar. 2023].

[46] Thomas Germain. A Student Used ChatGPT to
Cheat in an AI Ethics Class. Gizmodo, February
2023. https://gizmodo.com/ai-chatgpt-ethics-cla
ss-essay-cheating-bing-google-bard-1850129519
[Online; accessed 17. Mar. 2023].

[47] The rise of artificial intelligence software and
potential risks for academic integrity: A qaa brief-
ing paper for higher education providers, January
2023. https://www.qaa.ac.uk/news-events/news/q
aa-briefs-members-on-artificial-intelligence-thr
eat-to-academic-integrity [Online; accessed 17.
Apr. 2023].

[48] Teo Susnjak. Chatgpt: The end of online exam
integrity?, 2022.

[49] OpenAI API, March 2023. https://platform.opena
i.com/docs/chatgpt-education [Online; accessed
17. Mar. 2023].

[50] Xiaoming Zhai. Chatgpt user experience: Implic-
ations for education. Available at SSRN 4312418,
2022.

[51] AI Writing | AI Tools, March 2023. https:
//www.turnitin.com/solutions/ai-writing [Online;
accessed 17. Mar. 2023].

[52] Mohammad Khalil and Erkan Er. Will chatgpt get
you caught? rethinking of plagiarism detection,
2023.

[53] New AI classifier for indicating AI-written text,
March 2023. https://openai.com/blog/new-ai-c
lassifier-for-indicating-ai-written-text [Online;
accessed 17. Mar. 2023].

[54] Tiffany H Kung, Morgan Cheatham, Arielle

10



Medenilla, Czarina Sillos, Lorie De Leon, Ca-
mille Elepaño, Maria Madriaga, Rimel Aggabao,
Giezel Diaz-Candido, James Maningo, et al. Per-
formance of chatgpt on usmle: Potential for ai-
assisted medical education using large language
models. PLOS Digital Health, 2(2):e0000198,
2023.

[55] Pragati Gupta. How to use ChatGPT to write an
essay. Writesonic Blog - Making Content Your
Superpower, March 2023. https://writesonic
.com/blog/how-to-use-chatgpt-to-write-essay
[Online; accessed 17. Mar. 2023].

[56] GripRoom, March 2023. https://www.griproom
.com/fun/how-to-write-better-prompts-for-chat-g
pt, [Online; accessed 17. Mar. 2023].

[57] Free Essay Writing Tool | AI Essay Writer,
March 2023. https://www.the-good-ai.com
[Online; accessed 17. Mar. 2023].

[58] Jasper Commercial, December 2022. https://ww
w.jasper.ai [Online; accessed 17. Mar. 2023].

[59] Ismail Celik. Towards intelligent-tpack: An em-
pirical study on teachers’ professional knowledge
to ethically integrate artificial intelligence (ai)-
based tools into education. Computers in Human
Behavior, 138:107468, 2023.

[60] Duolingo Team. Duolingo Max Uses OpenAI’s
GPT-4 For New Learning Features. Duolingo
Blog, March 2023.

[61] Stripe and OpenAI collaborate to monetize
OpenAI’s flagship products and enhance Stripe
with GPT-4, April 2023. {https://stripe.com/g
b/newsroom/news/stripe-and-openai} [Online;
accessed 17. Apr. 2023].

[62] OpenAI Statistics, February 2023. [Online; ac-
cessed 5. May 2023].

[63] Bard, April 2023. https://bard.google.com/?hl=en
[Online; accessed 17. Apr. 2023].

[64] James Vincent. Google’s AI chatbot Bard makes
factual error in first demo. Verge, February 2023.

[65] OpenAI Charter, April 2023. https://openai.com
/charter [Online; accessed 17. Apr. 2023].

[66] ChatGPT plugins, April 2023. https://openai.com
/blog/chatgpt-plugins [Online; accessed 17. Apr.
2023].

11


